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I. Introduction
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• Major research topics

1. About me

[Alternatives/
Recommendation]

Products, services, 
technologies, businesses, and 

scenarios

[Identification] 
Customer and market needs 
and emerging technologies

[Evaluation/
Decision making] 
Attractiveness, risk, 

uncertainty, and satisfaction

[Association/
Matchmaking] 

Disparate databases and 
supply and demand

[Planning] 
Technology and business 

roadmaps

[Monitoring/
detection] 

Outliers and abnormal events

[Forecasting] 
Likelihood and timing 

[Review/Insight] 
Implications, challenges, 

and research agenda 
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• Origin and development

2. Policy informatics

20081970

1940: Simon – Role 
of information in 
decision making

1974 – 1992: UC 
Irvine focuses on 

interaction of 
technology, 

organization, and 
politic 

1980: Carnegie 
Mellon IT 

Concentration in 
Public 

Administration

1983: Syracuse’s 
Maxwell School 

launches 
information 

management track 
in MPA program

1985: SUNY-Albany 
IT policy program 

(Rockefeller School) 
launched

1984 – 1992: 
Development of 

information resource 
management 
perspective

2000: E-Governance 
model developed

2006: Arizona State 
University launches 
first US program in 
policy informatics

Kim, Y., and Johnston, E. (2008). Policy informatics v1.0, In Minnowbrook III Conference, Lake Placid.

Carnegie Mellon 
University (Master 
of Science in Public 
Policy & 
Management –
Data Analytics 
Track)

Northwestern
University (Master 
in Public Policy & 
Administration –
Data Analytics for 
Public Policy 
Specialization)

University of 
Chicago (Master of 
Science in 
Computational 
Analysis & Public 
Policy)

...
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• Assumption
– More intensive and creative use of information and technology 

More effective policy-making processes and better policy choices

• Definition
– A transdisciplinary study of how to use information and computation to 

understand and tackle complex problems of society 

• Relevant disciplines

2. Policy informatics

Policy 
informatics

Public policy 
and 

administration

Computer 
science

Management 
science and 
operations 
research Cognitive 

science and 
decision 
making

Sociology and 
economics
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• Example
– Impact of social distancing on the spread of coronavirus 

2. Policy informatics

https://corona.katapult-magazin.de/
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• Current trends shaping policy informatics
– Disruptive technologies combined with a paradigm shift towards more citizen-

and needs-driven developments in all phases of the policy life cycle

2. Policy informatics

Janssen, M., Wimmer, M. A., Deljoo, A. (2015). Policy Practice and Digital Science: Integrating Complex Systems, Social Simulation and 

Public Administration in Policy Research (Vol. 10), Springer.
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• Public value expectations along policy life cycle

2. Policy informatics

Agenda setting

• Evidence-based

• Citizen involvement

• Balancing of interests

• Efficiency and speed

Policy formulation and 
decision making

• Timeliness

• Reliable and robust

• Efficiency and flexibility

Policy implementation

• Protection of individual rights

• Transparency and equal access

• Cost savings and productivity gains

• Fairness and responsiveness

Policy evaluation

• Evidence-based

• Fairness

• Accountability

• Continuous and real-time

Janssen, M., and Helbig, N. (2018). Innovating and changing the policy-cycle: Policy-makers be prepared!, Government Information 

Quarterly, 35(4), S99-S105.
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• Definition of machine learning
– A computer program is said to “learn” from experience E with respect to some 

class of tasks T and performance measure P, if its performance at tasks in T, as 
measured by P, improves with E.

– A “machine learning algorithm” is an algorithm that is able to learn from data
 Machine learning = Learning from E in form of Data 
 Induction over large-scale data

• AI vs. machine learning vs. deep learning

3. AI and machine learning
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• Use of AI in the public sector

3. AI and machine learning

정소윤, 이재호, 강정석 (2019). 인공지능(AI) 행정 도입에 따른 변화와 활성화 조건, 한국행정연구원.
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II. Expert-machine collaboration for decision making

Kim, J., Lee, G., Lee, S., and Lee, C.*. Towards expert-machine collaborations for technology valuation: An interpretable machine learning approach, 
Under 3rd round review at Technological Forecasting and Social Change.



14

• Korea Invention Promotion Association
– SMART3 for technology valuation

1. Research background and problem
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• Korea Technology Finance Corporation
– KTRS for technology valuation

1. Research background and problem
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• Ministry of Science and ICT
– R&D PIE for R&D investment

1. Research background and problem
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• Motivation
– High level of uncertainty and complexity associated with technology valuation
– Previous models relying solely on black-box models 

• Objective
– To develop an analytical framework for successful expert-machine 

collaborations for technology valuation using interpretable machine learning 
models

1. Research background and problem
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• High-level description of the data and machine learning models

2. Data and methodology

Ex-ante 
technological 

characteristics of 
a technology

Not licensed (NL)

Highly valuable (L1)

Valuable (L2)

Licensed (L)

Machine learning models
+ SHAP*

Machine learning models
+ SHAP*

*: SHapley Additive exPlanation
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• Data
– Technology transaction database
 A full sample of inventions that were disclosed to the Office of Technology 

Licensing of Stanford University from January 1970 to July 2014
 To measure technology value and marketing activities

– Patent database
 To measure technological characteristics

2. Data and methodology
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• Summary of the features of technological characteristics

2. Data and methodology
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• Methodology
– Five machine learning models for assessing the economic value of technologies
 Multi-layer perceptron (MLP)
 Support vector machine (SVM)
 Factorization machine (FM)
 Random forest (RF)
 Extreme gradient boosting (XGBoost)

2. Data and methodology

<MLP> <RF>
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• Methodology
– SHAP for interpreting the models’ mechanisms and behaviors

2. Data and methodology
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• Results of technology valuation using machine learning models

3. Empirical analysis and results
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• Results of technology valuation using machine learning models

3. Empirical analysis and results
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• Summary of performance evaluation

3. Empirical analysis and results
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• SHAP values for technology valuation

3. Empirical analysis and results
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• Feature importance

3. Empirical analysis and results

– Summary plot (L vs. NL) – Bar plot (L vs. NL)

SHAP value

Feature 
value

High

Low

Mean of |SHAP value|
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• Feature importance

3. Empirical analysis and results

– Summary plot (L1 vs. L2) – Bar plot (L1 vs. L2)

SHAP value

Feature 
value

High

Low

Mean of |SHAP value|
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• Feature dependence and interaction

3. Empirical analysis and results

– Dependence plot of TA (L vs. NL) – Dependence plot of PC (L1 vs. L2)

SHAP 
value 
of TA

SHAP 
value 
of PC

Feature value of TA Feature value of PC
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• Decision making under the high level of complexity and uncertainty

4. Potential applications

– Inspection and audit – Resource allocation
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III. Mismatch between the supply and demand

Lee, G., Lee, S., Kim, C., and Lee, C.*. Inventor-licensee matchmaking in university technology licensing contexts: Linking technological functions and 
business requirements using representation learning, In preparation for Technological Forecasting and Social Change.
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• Ministry of Trade, Industry and Energy
– National Tech-bank

1. Research background and problem
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• Korea Technology Finance Corporation
– TechBridge

1. Research background and problem
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• Background 
– Increasing importance of university-industry-government interactions  
– Necessities of developing systematic approaches to matchmaking in 

technology licensing contexts

• Motivation
– Disparity between technical and business languages 
기업은 생산 현장에서 발생하는 안전사고 감소 방법을 요구
모션 탐지 기술을 보유한 연구자 추천
– No perfect match between the technological functions and business 

requirements
기업은 참외를 5mm로 깍는 방법을 요구
사과를 3mm로 깍는 기술을 보유한 연구자 추천

• Objective
– To develop an analytical framework for inventor-licensee matchmaking in 

university technology licensing contexts based on representation learning

1. Research background and problem
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• Data
– Patent, publication, and project databases
 To measure technological functions that inventors can offer

– Business requirement database
 To measure business requirements that licensees demand

– Technology and know-how licensing databases
 To assess the performance and utility of the proposed approach

• Methodology: Representation learning (e.g., fastText and BERT)

2. Data and methodology

BR-Target

TF1

TF2

TF3

TF4
TF5

TF6

BR1

BR2
BR3

BR4

BR5

TF1

TF2

TF3

TF4
TF5

TF6

BR1

BR2
BR3

BR4

BR5
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• Matching rate at the inventor level

• Matching rate at the department level

3. Empirical analysis and results

Matching 
rate

Number of inventors recommended

Number of departments recommended

Matching 
rate
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• Various types of mismatches between the supply and demand

4. Potential applications

– Labor market mismatch – Complaint-solution mismatch
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IV. Opinion mining, sentiment analysis, and simulation 
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• Identifying new service opportunities from large scale documents

1. Opinion mining for agenda setting

Lee, C., and Lee, H.* (2015). Novelty-focused document mapping to identify new service opportunities, Service Industries Journal, 35(6), 345–361. 

Kim, J., and Lee, C.* (2017). Novelty-focused weak signal detection in futuristic data: Assessing the rarity and paradigm unrelatedness of signals, 

Technological Forecasting and Social Change, 120, 59–76.
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• Assessing service quality using customer reviews

2. Sentiment analysis for agenda setting and policy evaluation

Song, B., Lee, C., Yoon, B., and Park, Y.* (2016). Diagnosing service quality using customer reviews: An index approach based on sentiment and gap 
analyses, Service Business, 10(4), 775–798.



41

• Energy security management model using system dynamics 

3. Simulation for policy evaluation

Shin, J., Shin, W., and Lee, C.* (2013). An energy security management model using quality function deployment and system dynamics, Energy Policy, 
54, 72–86.
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• Sentence BERT* practice

4. Chatbot for policy implementation

*: Bidirectional Encoder Representations from Transformers
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IV. Conclusion
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• Development of guidelines on using AI in the public sector
– Understanding AI
 How AI can help
 What AI cannot do

– Assessing if AI is the right solution
 Public value, ethics, fairness, safety, and privacy

– Planning and preparing for AI-based public service development
 Robust data governance principles (quality, standards, and integration)

• Humanistic social science-centered X+AI rather than AI+X approach

1. Challenges and paths to the next stage
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